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For some earthquakes, source models obtained by different 
research groups do not agree with each other. 

Four models for the 1999 Mw 7.5 Izmit Earthquake 

(Mai et al, 2007) 



Input model 



Motivation of this study: 

What are the causes of the differences  

& how can they be improved?

4 out of 9 inversion results are, statistically speaking, not better than a 

random model with somehow correlated slip” (Mai et al., 2007) 





Slip amplitude 

Rake angle 

Derivative rise time function 

Rupture initiation time 

Subfault Green’s functions 
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Rise time function S(t)





Vertical components in velocity

Input model 

b denotes a bandpass filter 

Variance reductions 

0-2.0 (Hz) 0-0.1 (Hz) 0.1-1.0 (Hz) 1.0-2.0 (Hz) 

99.91% 99.98% 99.92% 97.53% 

Target



Frequency band                0-50Hz            0-2Hz                                                    

Variance reduction:          99.659%       99.996% 





Model Target_SC: 
averaging the slip of Target’s model into 1 X 1 km subfaults   

replacing the slip rate function with a 0.9-s symmetric cosine function 

Target_SCTarget



Model I 

Target_SC 

Rise time distribution (slip > 25 cm)  

Model I Target_SC 

Peak slip 4.8 m 4.7 m 

Total 

moment 

2.72 1026 

dyne.cm 

2.86 1026 

dyne.cm 

Rise time 0.92±0.2 s 0.9 s 



Models

Variance reductions

0-2.0  

(Hz)

0-0.1  

(Hz)

0.1-1.0 

(Hz)

1.0-2.0  

(Hz)

Target 99.91% 99.98% 99.92% 97.53%

Target_SC 99.32% 99.72% 99.45% 86.21%

Model I 99.35% 99.28% 99.61% 77.02%

Can we further improve the result?  



Average relative energy

Relative Energy 

0-2.0 (Hz) 0-0.1 (Hz) 0.1-1.0 (Hz) 1.0-2.0 (Hz) 

100% 15.04% 86.02% 2.73% 



Model II: Mo=1.46 1026 dyne.cm

Models 

Variance reductions 

0-2.0 (Hz) 0-0.1 (Hz) 0.1-1.0 (Hz) 1.0-2.0 (Hz) 

Target_SC 99.32% 99.72% 99.45% 86.21% 

Model I 99.35% 99.28% 99.61% 77.02% 

Model II 93.15% 76.86% 95.15% 86.36% 

Model II cannot well explain the data from 0 to 0.1 Hz. 



Close-fault station 

Large-misfit station

Distant station 



Far field body-wave 

 1: Displacement  

 2: Velocity 

Residual



Model III: Peak slip =2.5 m

Model III cannot match the signals from 1 to 2 Hz.

Models 

Variance reductions 

0-2.0 (Hz) 0-0.1 (Hz) 0.1-1.0 (Hz) 1.0-2.0 (Hz) 

Target_SC 99.32% 99.72% 99.45% 86.21% 

Model I 99.35% 99.28% 99.61% 77.02% 

Model III 98.87% 98.90% 99.36% 64.26% 
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Vs ~ 3.8km/s 

Wavelength ~2.7 km   



Comparison of potency density profiles 

Along strike spatial variation is 

better resolved than the resolution 

along the depth 

Potency = slip amplitude * slip area

Blue dot line denotes the discrepancy between the Target model and Model II.  







Appendix 





Mai et al., 2007 AGU 

BlindTest Website 



Comparison of displacement waveforms at station 

ADD011  





The amplitude spectrum of the velocity record (NS component) at 

the station ADD007.

Appendix 1: Energy Ratio 



Forward predicted displacement 

waveforms of Model I (red), Model II (blue)  





Average relative energy

Relative Energy 

0-2.0 (Hz) 0-0.1 (Hz) 0.1-1.0 (Hz) 1.0-2.0 (Hz) 

100% 15.04% 86.02% 2.73% 




